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Abstract. We characterize a nonlinear circuit driven by a bichromatic excitation,
that is the sum of two sinusoidal waves with different frequencies f1 and f2 such
that f2 > f1. Our experiments are confirmed by a numerical analysis of the system
response obtained by solving numerically the differential equations which rule the
circuit voltages. Especially, we highlight that the response of the system at the
low frequency can be optimized by the amplitude of the high frequency component.
By revisiting this well known vibrational resonance effect in the whole amplitude-
frequency parametric plane, we show experimentally and numerically that a much
better resonance can be achieved when the two frequencies which drive the circuit
are multiple or submultiple.
Keywords: Nonlinear stochastic systems, Ghost Stochastic Resonance, Vibrational
Resonance, Nonlinear electronic circuits..

1 Introduction

During the past decades, a great interest has been devoted to the study of
the response of the FitzHugh-Nagumo model submitted to different kind of
excitations. Depending on the stimuli which drives the system, various reso-
nances have been shown [1–3] such as coherence resonance when the system
is only excited by noise [4,5] or Ghost stochastic resonance when noise added
to a bichromatic signal drive the system [6,7]. These resonances have allowed
to explain a variety of behaviors in nature. This is especially the case in the
context of neurosciences, where Coherence Resonance has provided a better
understanding of the activity of neurons in absence of stimuli. On the other
hand, the way that sensory neurons behave to perceive complex sound have
been also fairly good described by the ghost Stochastic Resonance effect [8]. In
this communication, the response of a nonlinear circuit whose voltages obey to
the classical FitzHugh-Nagumo equations is investigated [9]. More precisely, we
focus our interest on the system response to a deterministic bichromatic signal,
that is when the sum of two sinusoidal components of different frequencies drive
the circuit. To highlight the resonant behaviour of the system, we perform a
spectral analysis versus both the amplitude of the high frequency component
and the ratio between the low and high frequency drivings. The originality of
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Paris France

c© 2015 ISAST

111



+15V

1kΩ

a

+15V

R0

b

AD
633

2

1

3
4 5

6

7

8

633
AD2

1

3
4 5

6

7

8

9kΩ

10kΩ1kΩ

1kΩ

4.5kΩ

+
_

+
_

15V_

15V_

C

V

RX

L R0

E0 + E(t)

Fig. 1. The nonlinear circuit under investigation. The parameters are a = 2V ,
b = −2.6V , E0 = −1V . Moreover, γ = 0.24 and ε = 4.249 are adjusted with
the component values R0, R, L and C via the transformation (4).

our approach is to enable a direct comparison between experiments carried out
with our electrical circuit and a numerical study realized by integrating the set
of FitzHugh-Nagumo equations. We first present our experimental device and
its set-up. Next, we analyze the system response to a bi-chromatic excitation
of frequencies f1 and f2. Especially, we consider the high frequency driving
as a perturbation which is used to enhance the detection of the low frequency
excitation.

2 Experimental Device description

In this section, we briefly describe the FitzHugh-Nagumo circuit of fig. 1 whose
response has been widely investigated. This circuit has been developed with
classical TL081 Amplifiers, AD633JN analog multipliers, a capacitor C, an
inductor L and linear resistors R and R0. Using Kirchoff laws and the datasheet
of the analog multipliers, it can be shown that the voltages V and X of this
circuit are ruled by the following set of differential equations:

R0C
dV

dt
= −V (V − a)(V − b) − R0X

R
+ E0 + E(t),

L

R

dX

dt
= V −X. (1)

where E0 is a constant offset voltage and t corresponds to the time . Moreover,
E(t) represents the signal which drives the circuit.
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Note that, to obtain the normalized FitzHugh-Nagumo set of equations,
we can define the normalized time τ and the variable W with the following
expressions

τ =
t

R0C
,W =

R0.X

R
. (2)

Indeed, using eq. (2) leads to

dV

dτ
= −V (V − a)(V − b) −W + E0 + E(τ),

dW

dτ
= ε(V − γW ), (3)

where the parameters ε and γ are set with the component values according to
the following formula:

ε =
R0

2C

L
and γ =

R

R0
. (4)

In this communication, we will analyze the dynamics of the voltage V whose
shape is appropriate in neuronal context since it represents spikes. In all our
experiments, the roots of the cubic nonlinearity will be set by external constant
voltage sources to a = 2 V olt and b = −2.6 V olt. Moreover, the component
values will be chosen such that γ = 0.24 and ε = 4.249. The constant offset
E0 will be tuned to ensure that the FitzHugh-Nagumo circuit will remain in
the excitable state when there is no excitation, that is when E(t) = 0. In all
the following, the value E0 = −1V will be considered such that no spikes are
triggered in absence of any excitation (E(t) = 0).
Lastly, the circuit will be excited with a signal E(t) obtained by summing
two sinusoidal components of low frequency f1 and high frequency f2, but
with different amplitudes A and B. Thus, using experimental time units, the
excitation writes :

E(t) = A cos(2πf1t) +B cos(2πf2t). (5)

The amplitude A of the first sinusoidal component is chosen such that the
circuit does not trigger spikes when the second sinusoidal component is not
applied, that is when B = 0. Under this condition, the low frequency com-
ponent is subthreshold. Throughout this paper, we have used the amplitude
A = 0.8V olt and the frequency f1 = 502Hz to assume this subthreshold con-
dition.

We investigated versus both the amplitude B and the frequency f2 of the
high frequency component whether the system can respond at the low frequency
f1.

To valid our experiments, we have also performed a numerical analysis of
the system behaviour by integrating the normalized system (3) with a fourth
order Runge-Kutta algorithm. The integrating time step has been set to dt =
100

N×f1 where N = 220 is the total number of sampling points which set the

simulation length to 100/f1, that is one hundred period of the low frequency
excitation. Moreover, the initial conditions W (τ = 0) = 0 and V (τ = 0) = 0
were systematically used.
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Fig. 2. Magnitude spectrum of the voltage V for different amplitudes B of the high
frequency perturbation. The crosses which correspond to experimental data are com-
pared with the numerical results presented in solid line. The arrows indicate the
magnitude Q obtained numerically at the frequency f1 = 502Hz. The parameters
are a = 2V , b = −2.6V , E0 = −1V , A = 0.8V , f1 = 502Hz, f2 = 6.1 kHz, γ = 0.24
and ε = 4.249.

3 Response of the system at the low frequency f1

To quantize the response of the system at the low frequency f1, we have an-
alyzed the behavior of the magnitude spectrum of the voltage V for different
amplitudes B of the high frequency sinusoidal driving f1. The simulation has
been plotted in solid line, while the experimental data were superimposed with
crosses to enable a direct comparison between numerical results and experi-
ments. All the obtained spectrum are summarized in fig. 2 and they clearly
reveal a peak at the low frequency f1 whose amplitude will be noted Q in the
whole article. To illustrate how the magnitude of this peak behaves, in each
spectrum, we have chosen to point this peak at the low frequency f1 with an
arrow and to indicate its value Q attained numerically.

Both our simulations and our experiments show that the magnitude Q at
the low frequency does not evolve monotonously versus the amplitude B of
the high frequency driving. Especially, it seems to exists an optimal value of
B which maximizes the system’s response at the low frequency f1. Indeed,
as exhibited in fig. 2, the greatest value Q = 0.81V is obtained in numerical
simulation for B = 0.66V and is almost the same experimentally.

This effect, known as vibrational resonance [1,9], can be highlighted by
plotting the spectrum magnitude Q measured at the low frequency f1 versus
the amplitude B of the high frequency perturbation. Fig 3 shows the evolution
of Q versus the amplitude B of the high frequency driving. Despite some
discrepancies between experiments and numerical results, a resonant behavior
is clearly shown experimentally and confirmed numerically.
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Fig. 3. Evolution of the magnitude spectrum Q estimated at the low frequency f1
versus the amplitude B of the high frequency perturbation. The parameters are
a = 2V , b = −2.6V , E0 = −1V , A = 0.8V , f1 = 502Hz, f2 = 6.1 kHz, γ = 0.24
and ε = 4.249. The experimental data are plotted with crosses while the simulation
results are represented in solid lines.

However, to have an overview of the effect of the high frequency pertur-
bation to the system response, a parametric study of the behaviour of the
spectrum magnitude Q in the amplitude-frequency plane (B, f2) is more ap-
propriate than an analysis only restricted to the amplitude B [10]. We have
performed numerically such a 2 dimensional analysis at fig. 4 where the spec-
trum magnitude Q is represented in the high frequency range [0; 10kHz]. For
each high frequency f2, there exists a value of the perturbation amplitude B
which maximizes the system response at the low frequency f1.

As pointed by Yao etal in an overdamped bistable oscillator [10], we also
observe in the FitzHugh-Nagumo model that there exists two different areas in
the amplitude-frequency parameter plane (B, f2). Indeed, for high frequencies
f2 >> f1, the maximum of Q attained by tuning the amplitude B of the high
frequency perturbation is almost constant, while when the two frequencies are
of the same order, a greater resonance can be achieved.

Indeed, fig. 5 presents a magnification of fig. 4 in the range of frequen-
cies [0; 2.5khz] to better analyze the system response for high frequency f2
at order of the low frequency f1. For this range of frequencies, the system
response exhibits peaks located at frequencies multiple and submultiple of the
low frequency f1 = 502Hz which emerge from the resonant surface shape of
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Fig. 4. Overview of the magnitude spec-
trum Q estimated in numerical simula-
tion at the low frequency f1 in the (B, f2)
parametric plane . The parameters are
a = 2V , b = −2.6V , E0 = −1V ,
A = 0.8V , f1 = 502Hz, f2 = 6.1 KHz,
γ = 0.24 and ε = 4.249.
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Fig. 5. Magnification in the frequency
range [0; 2.5KHz] of the magnitude spec-
trum Q estimated at the low frequency
f1 in the (B, f2) parametric plane . The
parameters are a = 2V , b = −2.6V ,
E0 = −1V , A = 0.8V , f1 = 502Hz,
f2 = 6.1 KHz, γ = 0.24 and ε = 4.249.

Fig. 5. Therefore, an appropriate matching of the high frequency f2 to the
multiple or submultiple of the low frequency f1 can involve a better resonance.
This effect, first highlighted by Yao etal [10], is here shown numerically in the
FitzHugh-Nagumo system.

To show this effect experimentally, for each value f2 of the high frequency
driving, by varying its amplitudeB, we have determined the maximum valueQ∗

reached by the magnitude spectrum Q at the low frequency f1. The evolution
of this optimum value is represented in figure 6 versus the high frequency f2
of the bichromatic excitation. The numerical results in solid line are confirmed
by the experimental data plotted by crosses.

A better resonance can be achieved when the frequency f2 is multiple or
submultiple of the low frequency driving f1.

Indeed, for f2 = 2f1 the simulation provides 1.05 V for the value of Q∗ in
fairly good agreement with the value 0.92 V obtained in experiments. More-
over, for f2 = f1/2, the experimental optimum Q∗ for Q is 0.85 V , that is quite
close to the value 0.9 V obtained numerically. For both cases, f2 = 2f1 and
f2 = f1/2, the optimum attained by Q exceeds the value 0.81 V provided by
vibrational resonance and which corresponds to the continuous background of
fig. 6. Lastly, note that the peak achieved for f2 = f1 corresponds to the case
where Q∗ tends to infinity since increasing B leads to a monotonous increase of
Q. In experiments, it leads to a saturation of the circuit near Q∗ = 3V instead
of infinity.
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Fig. 6. Evolution of the optimal value of Q attained versus the high frequency. The
parameters are a = 2V , b = −2.6V , E0 = −1V , A = 0.8V , f1 = 502Hz, f2 =
6.1 kHz, γ = 0.24 and ε = 4.249.

4 conclusion

This communication was devoted to the analysis of the response of the FitzHugh-
Nagumo system submitted to a bichromatic excitation, that is the sum of a low
frequency sinusoidal signal perturbed by a high frequency sine wave. An elec-
tronic circuit, whose voltages are ruled by the set of FitzHugh-Nagumo equa-
tions, has allowed to valid experimentally the behaviours obtained by solving
numerically these equations.

Using the magnitude spectrum, we have estimated the system response at
the low frequency excitation. Beside the well known classical Vibrational Res-
onance effect, which occurs when the system response is optimized versus the
amplitude of the high frequency perturbation, we have carried out a study in
the whole parametric plane defined by both the amplitude and the frequency
of the perturbation. In this parametric plane, the system response displays
a resonant shape where peaks emerge at multiple and submultiple of the low
frequency sinusoidal excitation. This feature reveals that a much better res-
onance can be obtained by an appropriate matching of the frequencies of the
bichromatic excitation. This Frequency Resonance effect which enhances Vi-
brational Resonance is confirmed experimentally by analyzing the maximum
attained by tuning the amplitude of the high frequency perturbation versus
its frequency. Lastly, owing to the applications of the FitzHugh-Nagumo in
neuroscience and since high frequency perturbation are omnipresent in nature,
we trust that our work could be useful in better understanding neural response
in perturbed environment.
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Abstract

An analytical solution for the well-known quadratic recursion, the logis-
tic map, is presented. Our contribution is to study a logistic map in complex
set. In the simulation of the complex logistic map, we observe a plethora
of complex dynamic behaviors, which coexist with antagonist form mixed
between bifurcation and attractor.

Keywords: Logistic map, Chaotic attractor, Bifurcation,Chaos.

1 Introduction

The discrete logistic family of maps on the unit interval, given byx −→ λ(1− x),
has been long studied as a simple but illustrative case of nonlinear iteration.

As with most such smooth families of interval maps, this logistic family ex-
hibits a wide range of behaviors, as the parameterλ rises from 0 to 4. Forλ ≤ 1
;iterates simply collapse to0. Above1, the fixed point at0 becomes unstable, and
a new fixed point arises which attracts the entire open interval (0,l). This behavior
persists up throughλ = 3, when the period-doubling described by Feigenbaum
begins: the fixed point splits into an attractive orbit of period 2, then period 4, and
so on, until at last, above the critical parameter3.57. we arrive to the realm of
chaotic behavior, where aperiodic orbits are[1].In this paper, we propose an effi-
cient method to generation multi-scroll chaotic attractor using logistic map.

2 Logistic map in Complex set

Being one of the famous equations in physics and biology the logistic map needs
no special introduction (a good review of the problem and relevant references can
be found in [ 1,2] ).Over the years, the logistic map has long served as perhaps the
simplest non-linear discrete time model, and it has been also central in the devel-
opment and understanding of nonlinear dynamics [4]. In this section, One starts
with studying the logistic equation. Generally logistic Map is a one-dimensional
map that can produce chaotic behavior [2], [4]
_________________ 
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2.1 Logistic map

The logistic map is a paradigmatic model used to illustrate how complex behavior
can arise from very simple non-linear dynamical equations [8, 3].

One modifies the logistic equation by a transformation of variablex by z one
basing itself on the factR ⊂ C

LetZ1 ∈ C with
Z1 = x1 + iy1

The equation of logistics becomes:

Zn+1 = λZn(1− Zn)
then

xn+1 + iyn+1 = λ(xn + iyn)(1 − (xn + iyn))

The equation of logistics becomes a system of equation having the following
structure

{

xn+1 = λ(xn)− λ(x2
n − y2n)

yn+1 = λyn − 2λxnyn
(1)

The system of equations recurring is equivalent to a function of two variables in
R

2.
R

2 −→ R
2

(F (x, y)) −→
(

λ(x)− λ(x2 − y2)
λy − 2λxy

)

The system has the form:
(

x

y

)

−→
(

λx(1− x)− λy2)
λy(1− 2x)

)

2.2 Fixed and equilibrium points

2.2.1 Equilibrium points

Let
{

λ(x)− λ(x2 − y2) = 0
λy − 2λxy = 0

(2)

{

λ(x)− λ(x2 − y2) = 0
y = 0

et

{

λ(x)− λ(x2 − y2) = 0
x = 1

2

(3)

there are four equilibrium pointsE0, E1, E2 etE3 with,
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E0(0, 0), E1(0, 1), E2(1
2 ,

1√
2
), E3(1

2 ,− 1√
2
), Let us calculate the eigenvalues

at the points of stable:
The Jacobian matrix of derivative partial of the equation 3 is given by:

JE(x∗,y∗)
=

(

λx∗ − 2λx∗ λy∗

−2λy∗ λ(1− 2x∗)

)

• For the point of equilibriumE0(0, 0), we find only one eigenvalue and this
value is equal toλ = 1.

• For the point of stableE1(0, 1), after computation, we find two eigenvalues
and these values are equal toλ1 = 1 + i etλ2 = 1− i.

• For the third case the point of equilibriumE2(1
2 ,

1√
2
) etE3(1

2 ,− 1√
2
) have

three eigenvalues and these values areλ1 = i
√

2 etλ2 = −i
√

2.

2.2.2 Fixed points

let
{

λ(x)− λ(x2 − y2) = x
λy − 2λxy = y

(4)

{

λ(x)− λ(x2 − y2)− x = 0
λy − 2λxy − y = 0

(5)

then
{

λ(x)− λ(x2 − y2)− x = 0
λy − 2λxy − y = 0

(6)

The system has four fixed points:

E(0,0),E1(λ−1
λ
, 0),E2(λ−1

2λ ,

√
(1−λ)(λ+3)

2λ ), E2(λ−1
2λ ,−

√
(1−λ)(λ+3)

2λ )

3 Simulation and results

In this section, we present some numerical simulation of thesystem 3 for several
value of the parameter ofλ

The following table presents the values of parameterλ
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λ Figure:
4 Fig: 5(a)
0.25 Fig: 5(b)
1.75 Fig: 5(c)
1.95 Fig: 4(c)
1.959 Fig: 3(d)
3.75 Fig: 1(f)

Table 1: Values of implementation for the logistic map

The implementation of this system of equations gave the results illustrated in
the figures (5(a), 5(b), 5(c), 4(c),3(d) et 1(f)).
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(a) λ = 4 (b) λ = 0.25

(c) λ = 1.75 (d) λ = 1.95

(e) λ = 1.959 (f) λ = 3.75

Figure 1: A new logistic map behavior

Figure 5(a) shows the bifurcation form of the new logistic map. This form of
behavior changes. When we modify the value ofλ from 1 to 4, multi-behavior of
bifurcation and attractor appears. ifλ = 3.75, a new behavior of antagonist mixed
by attractor and bifurcation similar to Hénon attractor.
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4 Generation of chaotic attractor

4.1 Lorenz attractor and logistic map

Several effective techniques have been developed. It is obviously significant to cre-
ate more complicated chaotic system with multi-scroll or multi-wing attractors, in
both theory and engineering application. The celebrated Lorenz system is an ap-
proximation of a partial differential equation for a third -order autonomous system.

This system has become one of the paradigms in the research ofchaos and is
described by:











ẋ = σ(y − x)
ẏ = ρx− y − xz
ż = xy − βz

(7)

We apply a combination of Julia’s process with Lorenz chaotic attractor as
follow:

(p, q) = PJ(ẋ, ẏ)

And then we generate a double statesu andv using logistic map in complex set.
{

u = p+ λ(p(1− p)− q2))
v = q + λq(1− 2p)

(8)

Figure 2 shows results of implementation for only one Julia process.

(a) Behavior of Lorenz chaotic attractor with
four scrolls

Figure 2: Behavior of chaotic attractors by logistic map
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We apply some different number of combination as follow:

(p, q) = PJoPJ . . . PJ(ẋ, ẏ)

And then we generate a double statesu andv using logistic map in complex set.
{

u = p+ λ(p(1− p)− q2))
v = q + λq(1− 2p)

(9)

Figure 5 shows results of implementation with different number of Julia processes
in cascades.

125



(a) PJoPJ (n = 2) (b) PJoPJoPJ (n = 3)

(c) PJoPJoPJoPJ (n = 4) (d) (n = 5)

Figure 3: Behavior of chaotic attractors with multi scrolls

4.2 Chua attractor and logistic map

Chua’s circuits, which were introduced by Leon Ong Chua in 1983, are simple
electric circuits operating in the mode of chaotic oscillations[7].

Different dynamic system were deduced from Chua circuit such as:
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ẋ1 = x2

ẋ2 = x3

ẋ3 = a(−x1 − x2 − x3 + f(x1))
(10)

whereẋ,ẏ andż are the first time derivatives, a is a real parameter, andf(x1) is a
statured function defined below:

f(x) =











k, ifx > 1
kx, if |x| < 1
−k, ifx < −1

(11)

We apply a combination of Julia’s process with Chua chaotic attractor as fol-
low:

(p, q) = PJ(ẋ, ẏ)

{

u = p+ λ(p(1− p)− q2))
v = q + λq(1− 2p)

(12)
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(a) PJ

(b) PJoPJ

(c) PJoPJoPJ

Figure 4: Behavior of Chua chaotic attractor with multi scrolls
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4.3 Combination between Lorenz attractor and Chua attractor

We apply a combination of Julia’s process with subtract states between Chua chaotic
attractor from Lorenz chaotic attractor as follow:

(p, q) = PJ(ẋc − ẋl, ẏc − ẏl)

(p3, q3) = PJoPJoPJPJ (p, q)

{

u = p3 + λ(p3(1− p3)− q23))
v = q3 + λq3(1− 2p3)

(13)
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(a) xc − xl, yc − yl (b) xc − zl, yc − yl

(c) xc − zl, yc − xl

Figure 5: Behavior of chaotic attractors for different states
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5 Concluding remarks

In this paper we have mainly studied the logistic map in a complex set. As we
have shown the new system is able to generate chaos in wide range of parameter
λ and even we have observed an interesting phenomena mixed of the behavior
attractor and behavior bifurcation. The effectiveness of the proposed schemes is
demonstrated through computer simulation.Therefore, theproposed novel logistic
maps enrich the nonlinear dynamical system through the extra degree of freedom
which can be used for the accurate study and modeling of many applications in
various fields as in bioinformatics and nanothechnology.
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Abstract. We investigate the dynamics of the yoke-bell-clapper impacting system
using a novel hybrid dynamical model, which is verified experimentally by comparing
the results of numerical simulations with experimental data obtained from the biggest
bell in the Cathedral Basilica of St Stanislaus Kostka, Lodz, Poland. Having proved
that the model is a reliable predictive tool we present a plethora of different dynamical
behaviours that can be observed in the considered system. We highlight the solutions
that can be considered as a proper working regimes of the instrument and describe
how to obtain them. Detailed bifurcation analysis allow us to present how the design
of the yoke and propulsion mechanism influence the response of the system. Presented
results prove the feasibility of the developed model and demonstrate the importance
of nonlinear analysis in practical engineering applications.
Keywords: Bells dynamics, Bifurcation analysis, Impacting system, Hybrid system,
Computer simulations, Experimental verification.

1 Introduction

Bells are musical instruments that are closely connected with European cul-
tural heritage. Although the design of a bell, its clapper and a belfry has been
developed for centuries, mathematical modeling of their behaviour have been
encountered recently. It is surprising from an engineering point of view be-
cause bells and their supports are structures that are exposed to severe loading
conditions during ringing. To ensure that they will work reliably for ages, we
have to consider many factors and one of the most important is to ensure safe
and effective operation. Moreover, the dynamics a yoke-bell-clapper system is
extremely complex and difficult to analyze due to its nonlinear characteristic,
repetitive impacts and complicated excitation.

The first attempt to describe bell’s behaviour using equation of motion
was made by Veltmann in 19th century [1,2]. His work was stimulated by the
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failure of the famous Emperor’s bell in the Cologne Cathedral when the clapper
remained always on the middle axis of the bell instead of striking it. Veltmann
explained the reason of this phenomena using simple model developed basing
on the equations of a double physical pendulum. Heyman and Threlfrall [3]
use similar model to estimate inertia forces induced by a swinging bell. The
knowledge of loads induced by ringing bells depends on the mounting layout
and is crucial during the design and restoration processes of belfries. In Europe
one can distinguish three different types of swinging bells: Central European,
English and Spanish. In the first of them, bells tilt on their axis and maximum
amplitude of oscillation is usually below 90 degrees. In the English system bells
perform nearly a complete rotation (the bell stops close to upper position);
while in the Spanish system bells rotate continuously in the same direction.

Muller [4] and Steiner [5] analyze the dynamic interactions between bells
and bell towers and describe the dynamic forces appearing in bells mounted in
Central European manner. There are also similar studies concerning English
system [6,7] as well as Spanish system [8,9]. Ivorra et. al. [10,11] show how
mounting layout affects the dynamic forces induced by bells. Authors prove
that in the Spanish system forces transmitted to the supporting structure are
significantly lower than in English and Central European. Nevertheless, studies
described in [12,13] prove that often minor modification in support’s design can
significantly decrease the probability of damage of the bell tower.

Klemenc et. al. contributed with a series of papers [14,15] devoted to the
analysis of the clapper-to-bell impacts. Presented results prove that full-scale
finite-element model is able to reproduce the effect of collisions but requires
long computational times and complex, detailed models. Therefore, it would
be difficult to use such models to analyze the dynamics of bells. Because of that,
recently we observe the tendency to use hybrid dynamical models which are
much simpler and give accurate results with less modeling and computational
effort. In [16] authors propose lumped parameter model of the bells mounted in
Central European system and prove that with the model we are able to predict
impact acceleration and bell’s period of motion.

The paper is organized as follows. In Section 2 we describe the hybrid
dynamical model of the church bell and validate it by comparing the results
of numerical simulations with data obtained experimentally. In Section 3 we
characterize the 7 most common working regimes and in Section 4 investigate
how they can be obtained. Finally, in Section 5 the conclusions are drawn.

2 Model of the system

The model that is presented in this paper is build up based on the analogy
between freely swinging bell and the motion of the equivalent double physical
pendulum. The first pendulum has fixed axis of rotation and models the yoke
and the bell that is mounted on it. The clapper is imitated by the second
pendulum attached to the first one. Proposed model involves eight physical
parameters. The photo of the bell that has been measured to obtain the pa-
rameters values is presented in Fig.1 (a). In Figs.1 (b,c) we show schematic
model of the bell indicating the position of the rotation axes of the bell the
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clapper and presenting parameters involved in the model. For simplicity, hence-
forth, we use term “bell” with respect to the combination of the bell and it’s
yoke which we treat as one solid element.

L

lc o1

o2

(b)

φ2

φ1

2α

o2

o1

M,Bb

m,Bc

l

o2

o1

(c) (d)

cb

(a)

cc

A

A

A-A

Fig. 1. “The Heart of Lodz” the biggest bell in the Cathedral Basilica of St Stanislaus
Kostka (a) and it’s schematic model (b,c,d) along with physical and geometrical
quantities involved in the mathematical model of the system.

Parameter L describes the distance between the rotation axis of the bell
and its center of gravity (point Cb), l is the distance between the rotation axis
of the clapper and its center of gravity (point Cc). The distance between the
bell’s and the clapper’s axes of rotation is given by parameter lc. Mass of
the bell is described by parameter M , while parameter Bb characterizes the
bell’s moment of inertia referred to it’s axis of rotation. Similarly, parameter
m describes the mass of the clapper and Bc stands for the clapper’s moment
of inertia referred to it’s axis of rotation.

Considered model has two degrees of freedom. In Fig. 1 (d) we present two
generalized coordinates that we use to describe the state of the system: the
angle between the bell’s axis and the downward vertical is given by ϕ1 and the
angle between the clapper’s axis and downward vertical by ϕ2. Parameter α
(see 1 (d)) is used to describe the clapper to the bell impact condition which
is as follows:

|ϕ1 − ϕ2| = α (1)

We use Lagrange equations of the second type and derive two coupled second
order ODEs that describe the motion of the considered system (full derivation
can be found in our previous publication [17]):(

Bb +ml2c
)
ϕ̈1 +mlclϕ̈2 cos (ϕ2 − ϕ1)−mlclϕ̇2

2 sin (ϕ2 − ϕ1)

+ (ML+mlc) g sinϕ1 +Dbϕ̇1 −Dc (ϕ̇2 − ϕ̇1) = Mt(ϕ1),
(2)

Bcϕ̈2 +mlclϕ̈1 cos (ϕ2 − ϕ1) +mlclϕ̇
2
1 sin (ϕ2 − ϕ1)

+mgl sinϕ2 +Dc (ϕ̇2 − ϕ̇1) = 0.
(3)

where g stands for gravity and Mt(ϕ1) describes the effects of the linear
motor propulsion. The motor is active - and excites the bell - when its deflec-
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tion from vertical position is smaller than π/15 [rad] (12o). The generalized
momentum generated by the motor Mt(ϕ1) is given by the piecewise formula:

Mt(ϕ1) =


T sgn(ϕ̇1) cos (7.5ϕ1) , if |ϕ1| ≤ π

15

0, if |ϕ1| > π
15

(4)

where T is the maximum achieved torque. Although the above expression is
not an accurate description of the effects generated by the linear motor, in [17]
we prove that it is able to reproduce the characteristics of the modern bells’
propulsions.

There are eleven parameters involved in the mathematical model presented
above. The parameters have the following values: M = 2633 [kg], m =
57.4 [kg], Bb = 1375 [kgm2], Bc = 45.15 [kgm2], L = 0.236 [m], l = 0.739 [m],
lc = −0.1 [m] and α = 30.65o = 0.5349 [rad], Dc = 4.539 [Nms], Db =
26.68[Nms], T = 229.6[Nm]. As aforementioned, all parameters values have
been evaluated specifically for the purpose. For integration of the model de-
scribed above we use the fourth-order Runge–Kutta method.

When the condition 1 is fulfilled we stop the integration process. Then,
instead of analyzing the collision course, we restart simulation updating the
initial conditions of equations 2 and 3 by switching the bell’s and the clapper’s
angular velocities from the values before the impact to the ones after the impact.
The angular velocities after the impact are obtained taking into account the
energy dissipation and the conservation of the system’s angular momentum
that are expressed by the following formulas:

1

2
Bc (ϕ̇2,AI − ϕ̇1,AI)

2
= k

1

2
Bc (ϕ̇2,BI − ϕ̇1,BI)

2
, (5)

[
Bb +ml2c +mlcl cos (ϕ2 − ϕ1)

]
ϕ̇1,BI + [Bc +mlcl cos (ϕ2 − ϕ1)] ϕ̇2,BI =[

Bb +ml2c +mlcl cos (ϕ2 − ϕ1)
]
ϕ̇1,AI + [Bc +mlcl cos (ϕ2 − ϕ1)] ϕ̇2,AI

(6)
where index AI stands for “after impact”, index BI for “before impact” and
parameter k is the coefficient of energy restitution. In our simulations we
assume k = 0.05 referring to a series of experiments performed by Rupp et.
al. [18]. In our previous investigation [17] we have analyzed influence of k on
the response of the system and we have proved that system’s dynamics barely
changes for small alterations of parameter k (±20%). Hence, we claim that
there is no need to further adjust the value of k for the considered bell. ODEs
2 and 3 together with the discreet model of impact create a hybrid dynamical
system that can be used to simulate the behaviour of church bells.

2.1 Validation of the model

In this Section we investigate the full model and validate it focusing on normal
ringing conditions. Our study is based on the bell in the Cathedral Basilica of
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St Stanislaus Kostka and we check the reliability of the model by comparing
the results of numerical simulations with experimentally obtained time traces
of “The Heart of Lodz”.

We have launched the linear motor propulsion and after a start-up pro-
cedure, when the amplitude of the bell’s motion stabilized, we have began
recording with high-speed camera (Basler piA640-210gm). We have used black-
and-white stickers to mark the position of the bell, the clapper and indicate
reference length. We have used Kinovea software to create - basing on the
recordings - the data-sheets with markers’ abscissa and ordinate depending on
time and processed the data in Mathematica software.

In Fig. 2 we compare the results of numerical simulations and time traces
obtained from two separate recordings. In subplots (a,b) we present data col-
lected from the first recording and in subplots (c,d) from the second one. Red
lines in Fig. 2 represent periodic attractor obtained numerically and black dots
correspond to experimental results. In subplots (a) and (c) we show time traces
of the bell while subplots (b) and (d) are devoted to the clapper’s behavior.
Comparing the trajectories of the bell one can say that numerical results show
remarkable agreement with the experiment. Simultaneously, time traces of the
clapper do not show such a convergence as the clapper of the examined bell per-
formed non-periodic motion. Divergence form numerically obtained periodic
attractor is mainly visible around the moments of impact.

Fig. 2. Comparison between time traces of the bell (a,c) and the clapper (b,c) ob-
tained numerically (red lines) and experimentally (black dots). Subplots (a,b) corre-
spond to the data obtained from the first recording and (c,d) from the second one.

Analyzing Fig. 2 one can say that hybrid model introduced in this paper
is able to simulate the bell’s behavior with excellent accuracy and precisely
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determine crucial features of the clapper’s motion such as: the period of mo-
tion, average amplitude of motion and predict moments of the clapper to the
bell collisions. Still, slight divergence between the lines is visible around the
moments of impacts. It is caused by the oscillations of the bell’s shell which
are not included in the mathematical model of the system. In [17] we describe
this phenomenon in detail and prove that it do not compromise the reliability
and practical significance of the considered model.

2.2 Influencing parameters

Most of the parameters involved in the model are self dependent. Moreover, we
have to remember that we investigate a musical instrument, hence we cannot
change some of its features that could affect the sound it generates. The two
features that we can safely modify in real applications are the driving motor
and the yoke of the bell. Therefore, we analyze how such changes influence
the system’s dynamics. As a reference, we use values of parameters character-
istic for “The Heart of Lodz” and alter them to simulate modifications in the
propulsion or mounting layout. We assume the linear motor driving that is
described by piecewise function Mt(ϕ1) 4 and modify the output of the motor
by changing the maximum generated torque T which we use as the first con-
trolling parameter. To describe the modifications of the yoke we introduce the
second parameter lr whose meaning is described in Fig. 3.

L

lc
o

1

o2

l -lc

o
1

o2

o
1

o2

r

l <0r

l >0r

0

(c)(b)(a)

l <0

rl =0

l  =cr

L-lrL =cr

l -lc rl  =cr

L-lrL =cr

Fig. 3. Description of parameter lr: (a) reference yoke design lr = 0, (b) lr < 0, (c)
lr > 0.

We take “The Heart of Lodz” as a reference yoke for which lr = 0. If the
bell’s center of gravity is lowered, then lr < 0 and as the value of lr we take
the distance by which the bell’s center of gravity is shifted with respect to the
reference yoke. Similarly, if we elevate the bell’s center of gravity, we assume
lr > 0 and take its displacement as the value of lr. As a maximum considered
value of lr we take 0.235 [m] because for lr = 0.236 [m] rotation axis of the bell
goes through its center of mass.

It should be stressed out that each changes of lr value affect other param-
eters of the model. So, when the value of lr is changed the three different
parameters should be swapped: L has to be replaced by Lr, lc by lcr, and
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finally Bb by Bbr. New parameters Lr, lcr and Bbr are given by the following
formulas:

Lr = L− lr

lcr = lc − lr

Bbr =
(
Bb −ML2

)
+ML2

r

(7)

3 Most common bells’ working regimes

In this section we present and describe periodic attractors that can be con-
sidered as a proper working regimes and have practical applications. These
regimes are often called ringing schemes and can be classified in groups that
have common characteristics such as especially: number of collisions during
one period of motion, course of collisions and time between them. In Fig. 4 we
present 6 most common working regimes by showing phase portraits of the bell
and the clapper (blue lines) and indicating the effects of collisions (red lines).
Subplots of Fig. 4 were obtained for different values of parameters T and lr.
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Fig. 4. Presentation of the most common working schemes of church bells. Subplots
(a) and (b) present phase portraits of the bell and the clapper respectively.

We say that the bell works in a “falling clapper” manner if the collisions
between the bell and the clapper occur when they perform an anti-phase motion
(see Figs. 4 (1), (2) ). This type of behavior is common for bells that are
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mounted in the European manner. In the ”falling clapper” ringing scheme the
amplitude of the clapper’s motion is smaller than the bell’s; and the clapper’s
velocity sign changes when collision occurs. We can distinguish a symmetric
type of ”falling clapper” with 2 collisions per one period of motion (Figs. 4 (1a-
b) obtained for T = 350 [Nm] and lr = 0.05 [m]) and its asymmetric version
with 1 impact per period (Figs. 4 (1a-b) obtained for T = 150 [Nm] and
lr = −0.03 [m]). These ringing schemes differ mainly in the time intervals
between the successive impacts.

The second characteristic working regime is called “flying clapper”. In this
regime collisions occur when the bell and the clapper perform in-phase motion.
The amplitude of the clapper’s motion is larger than the bell’s; and the clapper’s
velocity sign remains the same after the collisions. The collisions have more
gentle course than in the “falling clapper” manner, hence sometimes it may be
difficult to achieve nice resounding of the bell. In Figs. 4 (3) and (4) we present
two types of “flying clapper” behavior: symmetric attractor with 2 impacts per
period obtained for T = 450 [Nm] , lr = −0.91 [m] and asymmetric one with
only 1 impact per period that we receive for T = 325 [Nm] and lr = −1.21 [m].

Bells mounted in English manner usually works in the “sticking clapper”
regime in which the clapper and the bell remain in contact for a certain amount
of time. In the considered system prior the sliding mode we observe a number
of successive impacts (usually 3) that have a “falling clapper” course. In Fig. 4
(6) we show phase portraits of the bell (6a) and the clapper (6b) working in the
“sticking clapper” manner obtained for T = 125 [Nm] and lr = 0.2 [m]. The
energy amount that is transferred between the bell and the clapper decreases
with each subsequent collision. Hence, the sound effects caused by each hit are
different and not all collisions may be noticed by the listener.

Rarely we can observe the so-called “double kiss” working regime in which
we observe 4 impacts per one period of motion (see Fig. 4 (5) obtained for
T = 175 [Nm] and lr = 0.16 [m]). During one period the clapper hits each
side of the bell’s shell twice. The first collision on each side is in the “falling
clapper” manner while the second impact has “flying clapper” course. This
behavior is especially attractive for the listeners but it is difficult to achieve.

Apart form the described above we can also observe stable periodic attrac-
tors with no collisions, but then no sound is produced and the bell can not
work as a musical instrument. Unfortunately, no impacting attractors occur
in wide range of T and lr values. Moreover, we can distinguish other periodic
attractors that can be successfully employed such as asymmetric ”flying clap-
per” behavior with doubled period and 4 impacts per period that can be easily
taken as a typical ”flying clapper”. Similarly, a quasi-periodic attractor with
almost equal time intervals between the subsequent impacts can sound almost
like a periodic ringing scheme. In the next Section we analyze how the most
common working schemes can be achieved by proper designing the propulsion
mechanism and the yoke of the bell.
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4 Influence of the yoke design and forcing amplitude on
the system’s dynamics

The yoke’s design - described by parameter lr - and the amplitude of forcing -
parameter T - define the working regime of the bell. In this section we analyze
how these parameters influence the response of the system. In Fig. 5 we
show the result of series of numerical simulations obtained using 154 different
sets of parameters values from the following ranges: lrε 〈−1.3, 0.23〉 [m] and
Tε 〈100, 625〉 [Nm]. For each set of parameters we start the simulation from
zero initial conditions (ϕ1 = 0, ϕ2 = 0, ϕ̇1 = 0, ϕ̇2 = 0) and mark on the plot
which ringing scheme we obtain. We concern only the solutions that basins of
attraction contain zero initial conditions (ϕ1 = 0, ϕ2 = 0, ϕ̇1 = 0, ϕ̇2 = 0).
Such approach is practically justified because in most cases the bell and the
clapper start their motion from hanging down position with zero velocities.

We consider 7 most characteristic types of the bells behavior that are de-
scribed in detail in the previous Section.
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Fig. 5. Two parameter ringing schemes diagram showing the behavior of the system
for different values of lr and T .

Analyzing Fig. 5 we see that the biggest areas correspond to the three
most common ringing schemes: symmetric “falling clapper” (black) and “fly-
ing clapper” (red) and “sticking clapper” (pink) that is typical for the bells
mounted in the English manner. Thanks to that, these behaviors are rela-
tively easy to achieve and remain even after long period of time when values of
some parameters can change a bit (for example maximum torque generated by
the linear motor). We see that, in general, the design of the yoke determines
how the bell will operate. For lr < −0.4 [m] we can observe “flying clapper”
with 2 (red) or 1 (green) impacts per period but these ringing schemes can be
achieved only when T is bigger than some threshold value which decreases with
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the decrease of lr. If T is not sufficient we will not observe any impacts (blue)
or the system will reach different attractor (white) - periodic or non-periodic
one. For lrε (−0.4. − 0.284) [m] we cannot obtain any of the analyzed ringing
schemes despite the forcing amplitude. Hence, when the yoke is designed im-
properly it may be impossible to force the system to ensure proper operation.
For lr > −0.284 [m] the system can work in the following manner: “falling clap-
per” with 1 (yellow) or 2 (black) impacts per period, “double kiss” (light blue)
or “sticking clapper” (pink). Each of these ringing schemes can be achieved de-
spite the value of T but the yoke should be designed for the purpose. Hence, for
these working regimes there is no need to use very powerful driving motors and
the system can work more efficiently. In our previous publication [19] we con-
sider transitions between different dynamicals states of the yoke-bell-clapper
system and analyse the time that is needed to reach presumed solution.

5 Conclusions

In this paper we investigate a plethora of different dynamical behaviors encoun-
tered during the analysis of the hybrid dynamical model of the church bell. The
model is developed basing on the bell in the Cathedral Basilica of Stanislaus
Kosta, Lodz, Poland. Its parameters values are determined during the series
of measurements and experiments involving the bell [17]. Finally, we validate
the model by comparing the results of numerical simulations with experimental
data and prove that it provides all crucial information about the system’s dy-
namics which is beneficial for bell-founders, bell-hangers and engineers working
on bells or bell towers.

In the next part of the paper we focus on solutions that can be considered as
a proper working regimes of the instrument. We present and characterize the 6
most common behaviours and present a method that can be used to determine
the conditions under which given type of behavior can be achieved. We use the
amplitude of the forcing T and the yoke design (described by the parameter
lr) as the influencing parameters and develop two parameters ringing scheme
diagrams. Such plots provide full information on how the geometry of the
yoke and maximum output of the driving motor influence the dynamics of the
system.

Ringing scheme charts can be calculated for any bell and used to design its
yoke and propulsion. Presented tools can help to improve working conditions
of existing bells as well as during the design of mounting layouts for new in-
struments. Thus, using the numerical analysis of the systems dynamics we can
ensure that the bell will work properly and reliably for ages and regardless of
small changes of parameters.
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Linearization of an invertible bounded iteration in  !d  
 

G. Cirier , LSTA. Paris VI University, France (Email:guy.cirier@gmail.com) 
 
 
 

Abstract. In this paper, we study an iteration f in  !
d defined by a diffeomorphism polynomial bounded. So, the image of 

the invariant curves is relatively compact and we can use the Fourier-Bohr’s representation in the set of almost periodic 
function ( A.P. ). These curves have asymptotically a parameterization with Weierstrass-Mandelbrot’s functions depending 
on fluctuation’s parameters. So, self-similarity and fractal dimension calculus are justified. We apply these results to partial 
differential calculus.  

 
 
Key words: Bounded invertible iterations, invariant curves, fluctuation’s parameters, Weierstrass-Mendelbrot functions, 
Hénon. Navier-stokes. 
 
Lead Paragraph 

A clear definition of the chaos is a very difficult thing. Mathematically speaking, a chaos is an iteration 
with a hieratic behaviour, but nobody has a simple mathematical definition. Nevertheless, computing simulations 
give easily numerous examples. One of the best definition of this situation is the highly sensibility to initial 
conditions. But this negative definition yields to an impossible long-term prediction. So, each author uses a lot of 
hypothesis to describe his particular context rendering quite impossible an unified vision of the methods and 
results. We use here the very restrictive hypothesis of a bounded bijective polynomial iteration in  !

d . Under 
this assumption, we obtain a good and general description of the behaviour in terms of series of Weierstrass-
Mandelbrod’s functions. This approach justifies some methods used by researchers and gives the exact 
conditions to use it. Another interesting aspect of this method is the possible various generalizations to study 
more complicate situations.  
 
1. Introduction 
A. Definitions and hypothesis  

Let f be an application de  !
d in !

d . We call iteration the same application f when it is iterated 

indefinitely: f ( p)  with f
( p) = f ! f ( p!1) . We have yet study this problem with probabilistic methods such as 

the Perron-Frobenius operator 5[ ] . But here, f  is a polynomial diffeomorphism and applies a bounded set 

 C ! !d  in itself: f (C)! C . We shall see that the diffeomorphism’s hypothesis leads to a deterministic 
approach. 

We recall the definitions of some sets invariant under iterations and H0 hypothesis. 
 
1. Definitions of invariant points or cycles 

Let f (0) = 0  be a fixed point of f well isolated inC  and ! the eigen values of the linear part of f  

at 0 . Iteration of f induces other invariant points under f ( p) . These points form cycles such as f ( p) (! ) = !  

with f (! ) " ! . LetFix( f ( p) )  this set and f•  the collection of iterations f• = ( f , f
(2),..., f ( p)...) . All that 

we say about some fixed point f (0) = 0  will be thru for all the collection Fix( f• ) = !p Fix( f
( p) )"C . 

 
2. Hypothesis H0 

f is a bounded polynomial diffeomorphism in C . The eigen values !  of f '(0)  at 0 are not 

resonant:  1 ! "n #n $!d . All the q < d  eigen values ! > 1are positive transcendental. 
 

If some! < "1  are negative, by iterating f  twice times, we come back in the positive case: 

 a(!
2t) = f ! f (a(t)) . So, we always work with all  ! > 1"!+q .  
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B. Recall of known results for a Ck - diffeomorphism f in  !
d , k ! 1  

We consider new invariant sets in our case of a Ck - diffeomorphism f in  !
d , k ! 1: 

linearization functions and invariant functions. These functions, quite reciprocal each-others, define invariant 
curves and are well known. They were studied by Steinberg 9[ ] . With Steinberg’s series, in the neighbourhood 

of 0 , we can define d  linearization Ck
-functions  !! " f (a) = "!!!(a),!  ! = 1,..,d , under conditions of no 

resonance.  Under the same conditions, we admit that we solve the functional equation 

 a(!t) = f (a(t)), t "!d  with the Steinberg’s series. Then, we get d  invariant functions a(t) :  

 a!(!t) = f!(a(t)  ! = 1,..,d . More, !  and a  are unique for a unit Jacobian matrix at 0 .  
 
1. The linearization functions  !!(a)!  

If  !! < 1 , then we obtain asymptotically  !!(a) = 0  by iteration of f . We have a manifold defined 
by these equations. These results are not very useful here. 
 
2. Invariant functions a(t)  and the fluctuation’s parameter t  

Here, we pay a special attention to a(t) constructed with Steinberg’s series defined in the 

neighbourhood of 0 . Let ! > 0  be the radius of convergence of a(t) . Then, taking t : t ! "0 < " , we 

extend a(! pt)"C  for !p "Z  with sequential iterations for  !t "!+d . This unique solution will be useful. 

When we iterate of f ( p)with p!" , as the coordinates of t  for ! < 1 tend to 0, we are only interested by 

the q  eigen values  ! "!+q ! > 1  and the corresponding  t !!+q . t  is called fluctuation’s parameter. 
 
3. Remarks 

If we start from an arbitrary point a0 !C  and we iterate indefinitely this point, the set obtained, called 
sometimes orbit, doesn’t verify E except if a0 = a(t0 , t'0 ) .  In this case, iteration verifies asymptotically 
equation E by continuity. But, we have for each point of Fix( f• )   curves and invariant measures: we have a 
« mille-feuilles » of solutions with a well-known very hard complexity. So, if uniqueness of the fixed point 
0 inC  is not sure, or if it is not well isolated, we can meet many difficulties. Solutions found here are local. 
 
C. The problem: find the solutions of the equation E : a(!t) = f (a(t)) ! > 1, t "!+q . 

The mean idea of this paper is the following: Under H0, the adherence of the iteration and the invariant 
function a(t) is compact. So, the image of a(t)  is relatively compact. Then, we can apply the Bohr’s results 
about the almost periodic functions and represent a(t)  in an almost periodic series. But, equation E implies 
many conditions on the almost period (a.p;) and on the Fourier’s coefficients. Then, we can solve in general the 
problem in terms of Weierstrass-Mandelbrot functions and obtain a solution. But, as we have say about 
Fix( f• ) , if start from an arbitrary point in C , it is very difficult to describe the convergence to one or to an 
another set of Fix( f• ) . 

Here, we search only the unique solution of E (invariant curves corresponding to ! > 1) in the set 
of the almost periodic functions (A.P.). We shall see that the solution is also auto similar (A.S.). 
 
2. Bohr’s almost periodic functions in a Banach 1[ ]  with application to iterations 

Let A.P. be the set of the almost periodic functions bounded in !
d . Let a(t), t !!

+q ,q " d . 
 
A. Bochner’s definition (recall 2[ ] , 3[ ] ) 

A function a(t)!A.P. in the Bohr’s sense, if and only if, the set of the translated functions by all 

c  a(t + c) c , t !!
+q{ }  is relatively compact for the uniform convergence’s topology.  

Now, we have an arsenal of results near of the Fourier’s series 1[ ] . The following theorem 1 is proved in 

Banach’s spaces. Here we use it only in  !
d .  
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B. Theorem 1 (recall of the Bohr’s approximation 1[ ] ) 

Let a trigonometric function: Pn (t) = !k=1
n cke

iµk t "!d where  µk , t !!
q   ck !!

d  andµkt  is 
scalar product. If a(t)!A.P. , we have a sequence of Pn (t)  such as for !" > 0 : 

 
sup
t!!q

a(t) " Pn (t) < # . 

If c(µ) = Fµ (a) = limT!"

1
(2T )q

..# a(t)e$ iµt dt
$T

T

#  is the vector of Fourier-Bohr’s coefficients, 

then !(a) = µ "!,c(µ) # 0{ }  is the set of the almost period (a.p.); !  is countable. a(t)  is uniformly 

continuous with Fourier’s series:
 
a(t) ! !

µ"#
c(µ)eiµt .  This representation is unique. 

We have the mean-square convergence and the Perceval’s equality. 
It is the same to study relative compactness either with (t + c), t , or (tc)where  c, t !!

+q  because we can 
write t + c = c't, !t " 0 . 
 
C. Theorem 2 

Under H0,  a(t), t !!
+q{ }  and a(ct) for all c are relatively compact and a(t)!A.P.  

Let t = g(u)  a C 0 diffeomorphism   of  !
q in  !

q .  a ! g(u)  has again an almost periodic parameterization. 
 
Let AN = (a(! pt); t " #0 , p " N{ } . Its closure A!  is closed and contained in C  bounded, so is 

compact. The image of a(t) is relatively compact. We « translate» t  with c  : ct such as a(ct)!C . Let n be 

sufficiently large in order to have c = !"n with  ! < 1and !t < t < "0 , ct = !t"n . As f  is 

invertible, f !(n)a(ct) = a("t)with !t " #0  such as AN has adherence A! . So a(t)!A.P. . If t = g(u)  a 

C 0 diffeomorphism   of  !
q in  !

q , we have again an almost periodic parameterization. 
Example: g = (exp(u1,...,exp(uq ))  defines the transformation u = log t  and ! = log"  where 

 t,! "!+q . We can write  a(!t) = a ! exp(log!t)) = a ! exp(" + u) and we have an almost periodic 
parameterization. 
 
3. Solution of the equation E:  a(!t) = f (a(t)), t "!+q  in A.P.  

As a(t)!A.P. , we search an asymptotically auto similar solution. 
 
Definition of an auto similar function 

A function w(t)  is auto similar if:  w(!t) = r"1w(t)where r < 1for ! > 1and  t !!+q .  

The Weierstrass-Mandelbrot (W-M) function 8[ ]   w! (t) = "k#! r
k (1$ ei!

k t )  is auto similar where 

r = !D"2 < 1  is the ratio and ! > 1  the almost period (a.p.) of w and  t !!+ .  
 
A. Theorem of linearization 3  

Under H0, the a.p. µ solutions of E are µ = m! k k "!,m "" and a(t)  is written: 

 a(t) = !m"!am (t)  

with:         am (t) = !k"!c(m#
k )(1$ eim#

k t )  

If m = 1 ,  a1(t) = !k"!c(#
k )(1$ ei#

k t ) is a series of W-M functions q- dimensional: 

     a1(t) = !!=1
!=qc!w"!

(t! )  
Where: 

-  c!  is eigen vector of f '(0)c = !c  for the eigen value !! > 1 , 
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-  w!(t) , is the one-dimensional W-M function:  w!(t) = !kr!
k (1" ei#!

k t! )with  r!
!1 = "!

2 . 
But, we denote that a1(t)  is not a solution of  E.  
 

The Taylor’s formula of f in dimension d is written: f (a) = !n=0
n=n0 f n (0)an / n! . 

Replacing a  with a(t)!A.P.  in the monomials, the equation E implies:  
* for the exponents and the almost period a.p.; 
  ! jµ ' (mjµ '" #µ) = 0   where the integers ! jmj " n0  ( n0 degree of f ) and (µ ',µ)  are a.p.   If 

µ !"(a) is an a.p. of a(t) , on the one hand, !µ "#(a) is an a.p., on the other hand, mjµ !"(a) . As f is 

invertible, all the a.p. are:  µ ' = µ! k "#(a) k "! . multiple integers of  mµ !"(a) m !! . Then, all the 
a.p. are:  

 µ = m! k = " jmj!
kj #$(a) kj #!  

But, as f is polynomial of n0  degree, the equality on the a.p. contains less than n0 +1  terms and a 
finite condition C can be written: 

! jmj"
j # m" k = 0 . 

Then, as a(t) is almost periodic and continue at the origin, we can write:  

 a(t) = !m"! (!k""c(m#
k )(1$ eim#

k t ))  
We observe also that all the integer exponents must be integer multiples of the exponents of the 

polynomials f . 
 
* for the Fourier’s coefficients: 

The Fourier’s coefficients of a(t)  are obtained Fourier’s transformation of a(t) for each a.p. m! k . 
So,  we apply the Fourier’s transformation Fm!k  to the equation E: 

c(m! k"1) / ! = F
m!k
(a(t))  with: ! = " j=1

j=q! j  

We can see that Fm!k (a(t))  is not easy to compute. We order the computation according to the 

increasing  m !! . 
 

* First, we consider m = 1 .  
The theorem 4 will extend the computation to all m  in particular situations. If m = 1 , condition C 

becomes: ! jmj"
j # " k = 0 . If the eigen values ! > 1 are real positive transcendental, all the coefficients of 

C must be null: mj = 0 j ! k  except mk = 1  As f is polynomial, we study only the transformation 

Fk f n+m (0)(ai (t))
n (aj (t)

m / n!m!( )  (for the a.p. ! k ) of a monomial of 2 arbitrary coordinates of a(t)  :ai (t)  

and aj (t) . We note: µi = ! si .The multinomial formula gives: 

(ai (t))
n = n!!r=1

d !µ"pr =1
n (ci (µi )

pr ei(!prµi )t / pr ! 

(aj (t)
m = m!!r=1

d !µ '"qs =0
n (cj (µ j )

qs ei(!qsµ j )t / qs ! .  

The general term GT of the product is: 

TG(ai (t))
n (aj (t))

m = !"pr =1
n cte(ci (µi )

pr "qs =0
n (cj (µ j )

qs ei(!prµi +!qsµ j )t . 
 
So, all monomials of degree two or more are null except if : !prµi + !qsµ j = µk / " . Then: 

 i = !!or ! j = !  with µi = µk / ! !!or !µ j = µk / ! . All the other coefficients are null. So: 

 
Fk f n+m (0)(ai (t))

n (aj (t)
m / n!m!( ) = !!= i

j f '(0)c!(µk ) . 

 
If m = 1  and if we note a1(t) the solution of E in this case, the previous result means: 
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   c(!
k"1) / ! = f '(0)c(! k )  

And, c(! k ) is eigen vector of f '(0) for the eigen values ! > 1 . We can write for an eigen value  !!  
and an eigen vector  c! : 

              c!(m!
k ) = " !(m!

k )c! .  

Then:                  ! !(m"
k#1) / " = "!! !(m"

k )  

The solution of this recurrence is:       ! !("
k ) = ! !r!

k  with  r
!1
! = " "! .  

Then, a coordinate  a1!(t) of a1(t) is:   a1!(t) = c!(!k""# !($
k )(1% ei$

k t ))   

 a1!(t) = c!! !w"!
(t)  

with 
 w!!

(t) = "k#"r!
k (1$ ei" j=1

j=q! j
k t j )  

We must verify the continuity of a1(t) at the origin: if  t j = 0 j ! ! , we observe that F!k (a(!t)) is 

now:     F!k (a(!t)) = c(m!
k"1) ! j / ! .  

To keep the continuity when t j ! 0 ,! j=1
j=q" j

kt j  must be reduced to  !!
kt!  and  r

!1
! = "! "! = "!

2 . 

So, the Fourier’s transform is reduced to the  t!  alone:  w!!
(t) = w!!

(t! ) . 

 a1(t) = !!c!w"!
(t! )  

We denote that a1(t)  is not a solution of  E: If a1(t)  is solution of E, we have: 

a1(!t) = r
"1a1(t) = f (a1(t))with r < 1 . By iteration, we have: a1(t) = 0 .   

 
Remarks: 
- If!  is algebraic, the solution is not linear. This case, of null measure, is more difficult because the relations 
on the coefficients are not linear. 
- When we have many eigen values ! greater than the unit, so many r < 1 , we must take  r0 = min r! , express 

all  r! = r0
! ! < 1 , then the process of identification used is quite the same as in the following theorem, but 

more complicate to present.  
 

We have found a solution a1(t)!A.S.A.P. . Now, we construct the general solution a(t)!A.S.A.P.  
verifying E: We present here the process of identification when we have only one eigen value! > 1 , and one 
ratio r < 1 . We note ! = r p  and am (!

" pt) = r pmam (t) = #mam (t) . So, we write a priori 

a(!" pt) = #$ kak (t) . Let gm ( f ,A(t)) = !n=2
n=m"1 f n (0)An,m (t) and An,m (t)  is polynomial in 

(a1(t)a2 (t)...am!1(t))  such as   An,m (!t) = "
mAn,m (t) . We proceed by identification gradually. If the 

process converges, the gap becomes asymptotically null.  
 
B. Theorem of recurrence 4 

Under H0, if we have only one eigen value! > 1 , the unique solution of E: 
a(t) = !am (t)" A.S.A.P.  is obtained with a finite sequence of linear relations with a1(t) : 

(r!1 ! f '(0)am (t) = gm ( f ,A(t)) + f m (0)a1(t)
m / m!   if 2 ! m ! n0 , 

(r!1 ! f '(0)am (t) = gm ( f ,A(t))                   if  n0 +1 ! m ! n0
2 , 

 
We take advantage of the function a1(t) , by observing that the invariant functions are asymptotically 

tangential to the eigen vectors at 0 and a! (t)  are these asymptotes. 

With ! = r p , equation E is:  
a(!" p+1t) = f (a(!" pt) = r"1(#m=1

m=N$mam (t)) = f (#m=1
m=N$mam (t)) . 
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We order f (!"mam (t))  according to  the power of ! : f (!m=1
m=N"mam (t)) = !m=1

m=Nn0"mgm (,a(t))  with a 
finite N  because f is polynomial. We identify tall the coefficients of E. the recurrence begins with 

(r!1 ! f '(0 ))a1(t) = 0  where a! (t) = a1(t) belongs to A.S.A.P.  Then, we have easily 

(r!1 ! f '(0)a2 (t) = f "(0)a1(t)
2 / 2!which verifies the recurrence. And so on. We observe that gk  are 

polynomials in (a1(t)a2 (t)...ak!1(t))  such as An,m (!t) = "
mAn,m (t) . Degree of f being n0 , the process of 

identification stop for N = n0 . 
So, the knowledge of a1(t)  corresponding to ! > 1  determines completely a(t) . 
 
C. Corollary 2 

Under the previous hypothesis, if ! > 1 , D = 0  and if ! < "1 , D = 1,25 . If g = f ( p)  and if 

!(g) > 1 ,  r!
! p = "!

1+1/ p  and D = 2 !1 / p !1 / p2 . 
 

Now, we calculate the dimension D  of each coordinate of the asymptotic solution. The dimension’s 
formula (with the box method) is for  WM (D = 2 + log r0 / log ! ,) . 

If ! > 1 , then r!1 = "2  and D = 0 , we have points only. if ! < 0  , iterating f  twice times, we get 

 g = f ! f . If g  has the eigen values ! > 1 , then r!2 = " " = " 3/2 . So: 

D = 2 + log!"3/4 / log! = 2 " 0,75 et D = 1,25 . 

If g = f ( p) and if g has the eigen values  !! > 1 , f  has the eigen values  !!
1/ p , and the a.p. of f is !!

1/ p . If  r! is 

the ratio of f ,  r!
p  is the ratio of g . The recurrence  c(µ!!

1/ p ) / !!
1/ p = !!c(µ)  of g  implies  r!

! p"!
!1/ p = "! . 

 
D. Consequences 
1. Mathematical 

- If ! = "ei# with! = 2k" / p , iterating f ( p) , ! p = " p > 1 , we meet the same conditions of tge 

corollary and the dimension is: D = 2 ! (p +1) / p2 . We are leading to same situation as for cycles of 

order p . g = f ( p) leaves invariant each point of the cycle. Invariant curves are tied to each point of cycle as 
previously. The solution is cyclic 

- More generally, if the eigen values are complexes, ! = "ei# , we can approximate !  with Dirichlet 
by  ! ! 2k" / p , but we must verify the continuity of the solution with ! . 

- We can replace polynomials f by analytical functions (Favard 7[ ] ) without changes of results: if f  

is diffeomorphism C! , interior of a disk de convergence a < !1 , f is uniformly approximated by 
polynomial. Then, taking t  sufficiently  small, we keep the results. 

-Many problems remain when we have many fixed points. 
 
2. Methodological  

We give a mathematical justification of the methods used by physicists : 
- As the almost periodic function tends asymptotically to a WM’s function, the use of the auto similarity 

is justified, with the methods of fractal dimension. We can use also auto correlation(s function. 
- The sensitivity to initial conditions does not modify the global shape of the curves. The « thru» chaos 

results from the WM’s functions. 
- If we can give the global shape of the curve, we are unable to situate exactly a point on the curve at 

any time. 
A fixed point seems to define the solution. But, if we have fixed many points in C , we have observed 

possibilities of passage from a domain near a fixed point to an another.  
 
 Example : case of bounded Hénon   

This iteration is defined in  !
2 by 
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(a1,b1) = ! a + b + h(a),"a)  where  ! = " + " '  and! = "## '  with ! > 1  and ! ' < 1 . Its 

invariant curve is a(t) = (a(!t),a(t))  verifying: a(!t) = " a(t) + #a(t / !) + h(a(t))  .  
If ! is negative, with 2 iterations, we are in the positive case. But, we have to study the recurrence of 

the twice times itered  function and we have cycles of order 2 instead of fixed points and we have a fractal 
situation. We get : 
(a2 ,b2 ) = ! (! a + b + h(a)) + "(! a + b + h(a)) + h(! a + b + h(a)),"(! a + b + h(a))  

The eigen values greater than 1 is now !2 . But we can have complexes roots or resonance.  
Nota : In the classical Hénon’s iteration, we have h(a) = !"a2 with ! = 1,4 , ! = 0,3  

and! = "2# *0,6313 = -1,7678. Eigen values at the fixed point 0 are ! " #1,9237  and ! ' " 0,1559 . 
They are algebraic,  and the theory can’t be apply. 
Nevertheless, if we apply it: the curve (a,b) = (a(t!),a(t))  defined by a(!2t) = a(t) / r = wr (t) / r  is:  
either (1! r")a(t#) = $ a(t) + h(a(t)) , or  (1! r")a(t) / r = # a(t$) + h(a(t$)) . This last formula 
induces many branches that we can approximate. 
 
4. Property P  of the W-M function and resonance 
 Now, we speak about an interesting property of the W-M function  w! (t) = "k#! r

k (1$ ei!
k t ) .  As 

usual, we write the ratio r  as a fixed function of ! : r = !2"D . 
 
A. Lemma 
 The W-M function verifies for  !p,q "!  the property P: 

w! (t) = (p / q)w! p/q (t)  
 
 When we write k = np +!  with ! = 0,1,2,..,n "1 and  p !! , we have: 

 w! (t) = " p#! "$ =0
$ =n%1rnp+$ (1% ei!

np+$ t ) = "$ =0
$ =n%1r$" p#!r

np (1% ei!
np (!$ t) ) .  

          = !" =0
" =n#1r"w

$n
($" t) = n! p%!r

np (1# ei$
np t ) = nw

$n
(t)  

 As we have w! (t) = nw!n
(t) for  n !! , then the relation is thru for all fraction p / q . 

 
B. “Continuity” with !  
 In general, w! (t)  is not a continuous function of ! . 

 But, on the set S! = ! p /q p,q "!{ } , w! p/q (t)  presents a kind of continuity in the sense:  

As  w! p/q (t) -w! (t) = (q / p "1)w! (t) , then we have: w! p/q (t) -w! (t)" 0  when q / p! 1 .  
 
C. Resonance 

To study the resonance, we have to consider, for  !t "!+d instead of !t "!+q , the invariant 
function a(t)  and find the solution of the equation E :  a(!t) = f (a(t)), t "!+d . Then, under H0, we search 
the asymptotic solution when we iterate f indefinitely. All the previous results of part II remain thru if all the 
eigen values are positive transcendental and no resonant. So, we study only the linear part a1(t) of a(t)  
represented by W-M functions. 
We begin to solve the case with two eigen values ! and!1  such as !1 = !" p /q  where ! = ±1 . In this case, we 
can write explicitly: a1(t) = a! ,!" p/q (t,t1)  in words of W-M functions. Each coordinates of a! ,!" p/q (t,t1)  

corresponding to ! and!1   can be written as: 
 
a
! ,!" p/q (t,t1) = cw! ,!" p/q (t,t1) = c#k$! r

k (1% ei(!
k t +!" p/q t1 ) )  

 
D. Proposition 
If ! = +1 , then a! ,! p/q (t,t1) = a! p/q (t + t1) , 
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If ! = "1 , we have a resonance, then: a1(t,0) = a1(!
p /q"1t,0)  

More generally, if !1
p!n = 1  with !1 < 1  and ! > 1 , ! "!q , we have a1(t,0) = a1(!

n"1t,0) . 
 
If ! = +1 , we have for the coordinates (t,t1) corresponding to (!,!1) : 

 
w

! ,! p/q (t,t1) = (q / p)w! ,! (t,t1) = (q / p)"k#! r
k (1$ ei!

k (t +t1 ) ) = (q / p)w! (t + t1) = w! p/q (t + t1) . 

If ! = "1 , we have a resonance. 
We can take any ! '1 "S!  very near to !1 such as ! '1

" ! # 1 , with ! = p '/ q '" p / q and   

 p ',q '!! p '/ q ' " p / q . As (!,! '1)  is not resonant, by iterating f , we get asymptotically :  

a! ,! '1 (t,0) = limt1"0
a! ,! '1 (t,t1)   for the a.p. ! . Then: a! ,!1 (t,0) = lim

! '1"!1#S!
a! ,! '1 (t,0) . We have: 

 
w

! ,!" p/q (t,t1) = (q / p)w! ,!"1 (t,t1) = (q / p)#k$! r
k (1" ei(!

k t +!" k t1 ) ) = #k$! r
k (1" ei(!

kp/q t +!" k t1 ) )  

        = w! p/q ,!
(t,t1)  

Iterating f indefinitely, the asymptotic is also a1(t,0) = limt1!0
a1(t,t '1)  for the a.p. ! p /q . 

Iterating f  one time the equation E, we have a1(!t,0) = a1(!
p /qt,0) . Then: a1(t,0) = a1(!

p /q"1t,0) . 

If !1
p!n = 1  with !1 < 1  and ! > 1 , ! "!q , a1(t)  verifies: 

a(t / !, t' / ! ') = f '(0)a(t, t') . Let n q = ! j=1
j=qnj! j=q+1

j=d qj . We can multiply the equation by 

n q : n q a! ,! ' (t / !, t' / ! ') = n q f '(0)a! ,! ' (t, t') . That means that we change!  in !n  and! '  in 

! 'q : a!n ,! 'q (t / !
n , t' / ! 'q ) = f '(0)a

!n ,! 'q
(t, t') . Uniqueness implies : a1(t,0) = a1(!

n"1t,0) . 

 
5. Conclusion 
This study is based on the fact that f is biunivoque. In other cases, the probabilistic methods previously used 

5[ ]must be applied to the iterations with multiple inverses.  

But, if the numberm  of inverses of f  is finite, we can randomly draw each inverse branch with a  probability 
1 / m .Then, the WM’s functions can be easily randomised.  
Besides, the set of the WM’s functions contains some stochastic processes.  
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Appendix 1. Application to partial differential equations  
 
 We consider the differential equation:  

!a / !x = F(a) . 

The unknown functions are a vector  a !!d . The variable is  x !!d+ . F(a) is a matrix (d,d) of 
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polynomials of  a !!d in !
d . With no lake of generality, we can take equal so many coordinates of x  as we 

want. If all coordinates are equal with one x, we have an ODE. See Arnold 1[ ] . First, we translate this 
differential equation in words of iteration. 
 
1. Generalities 
 
1. Notations 
 We call differential iteration f (a,! )  of  !

d in  !
d the function defined as: 

a1 =  f (a,! )=a+!F(a) , with  ! "# = !d+ $ !0 % ! % 0{ } .  

As usual, we link!  to x  with  ! = x / n, n "!, x ""d . We note  xF = x!F! ! = 1,..,d.   
IfF(! ) = 0 , ! is a fixed point of the iteration f (a,! ) ; ! doesn’t depend on! "# .   If ! is an eigen value 
ofF '(! ) , then ! = 1+ x" / n is eigen value of f (a,! ) .  
 

For all small ! " !0 , f (a,! ) is invertible in a neighbourhood of the fixed point 0 ; then, f (a,! ) is a 

C! diffeomorphism. The iteration can be written in the basis of the eigen vectors of !F(" ) / !a . In this basis, 
we write:   f!(a,! )=(1+!!"! )a! + !!G!(a), ! = 1,..,d  where  G!(a) is polynomial with a term of lowest 
degree ! 2 .  
We study the differential iteration only for m = 1  as in theorem 3. We rewrite H0: 
 
2. Hypothesis 1 

For all ! "# , f (a,! )  applies a bounded set C of  !
d  in itself. We have q  transcendental  eigen 

values  !! > 0 , all the others are negative. Then:  !! = 1+ x!"! / n > 1 . 
 
With the Steinberg series. we define d  invariant functions a(u)  with the equation E:  

 a!(!u) = f!(a(u)," )   ! = 1,..,d  

By iteration f ( p) (a,! ) , we extend, beyond the disk of convergence, the definition of  f (a(u),! ) for 

 u !!d . u !!q  is called the fluctuation’s parameter. 
 
2. Proposition 4 

Under H1, the equation E: a(!u) =f (a(u)," )  of the differential iteration has an asymptotic almost 
periodic solution. 
The a.p. are  µ = m(1+ !")k k #!,m #" . We can write 

 a(u) = !m"!am (u)  

with        am (u) = !k"!c(m#
k )(1$ eim#

ku )  

For m = 1 , µk = ! k , the coefficients c(µk )  verify: 

 c!((1+ !")
k ) = (1+ !!"! )

#2k c!  
where  c!  be the eigen vector of !F(" ) / !a  for the eigen values !! > 0 .  

When n!" :  a1(u) = c!k"!#
$2k (1$ ei#

ku ) = cwr (u)    and  !! = e
x!"! .  

where wr (u! ) is the WM’s functions with  !! = exp(x!"! )  and 
 rr0 ,! = (!! )

"2 = exp("2x!#! ) .   
 

Let  S
!
!0 be the adherence of f ( p) (a(u),! ) for all ! "# when p!" .  S

!
!0  is closed and bounded, 

so  S
!
!0 is compact.  f (a(u ),! )  is uniformly continue for all! "# . When p!" , all the coordinates of 

u corresponding to  !! < 0 u tend to 0 . We denoteu  the vector corresponding to the eigen values  !! > 0 . this 
variable is called fluctuation.  
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We get a representation of  f (a(u),! )  by almost periodical functions and we develop a(u)  with 

Fourier’s series:
 
a(u) ! !

µ"#
c(µ)eiµu . The set of the a.p.  !(a) = µ "!,c(µ) # 0{ }  is countable. We apply 

the previous results of theorem 3: 
The q  eigen values  !! > 0  get the a.p.  µ = m(1+ !")k k #!,m #" . So, we recall: 

 a(u) = !m"!am (u)  

and:        am (u) = !k"!c(m#
k )(1$ eim#

ku )  
We continue the computation of the coefficients c(µk )  for m = 1 under the hypothesis that the !" are 
transcendental. Let c  be the eigen vector of !F(" ) / !a  for the eigen values !! > 0 . The equation E becomes:  

 c!((1+ !")
k#1) = (1+ !!"! )

2c!((1+ !")
k )  

Then:      c!((1+ !")
k ) = (1+ !!"! )

#2k c!  

And:  a1(u) = c!k"!#
$2k (1$ ei#

ku ) = cwr (u)  with r = !"2 . We observe that  !! = (1+ "!x! / n) . With 

the property II-8 of W-M function, when we take  !!
n n ""  instead of !! , wr (t) = nwrn

(t) . Then: 

 !!
n = (1+ "!x! / n)

n # exp("!x! )  and  r! = exp(!2x!"! ) .  
 
3. Remarks 
- If we have many fixed points in C , we observe the possibility of passages of a domain of a fixed point to an 
another. 
- The equation of Navier Stokes 2[ ]  is written as !a / !x = F(a) . Initially we have n +1  unknown 
variables (u, p)  with so many variables (x, t)  and differential equations. We note 

!ui / !x = bi , i = 1,...,n !ui = " j=1
n #2ui / #x j

2 = " j=1
n #bi / #x j , c = (x,t) di = !p / !xi . Then : 

!u / !t + " j=1
n u jbij = #" j=1

n !bi / !x j $ di + fi (c)  

! j=1
n "u j / "x j = 0 ,     !ui / !x = bi , i = 1,...,n ,  c = (x,t)  

If the outer forces fi  are polynomial and the differential iteration bounded, then the solution will be almost 
periodic as we have seen. If it is difficult to find periodic solutions 2[ ] , on the other hand, the almost periodic 
functions solve the question. The Lorenz’s attractor gives the proof. The difficulty doesn’t come from 
differential operators which are quadratic for the iteration, but from the fi . 
- With the same methods, we can study iterations with decay :u1(x) = F(u(x + T ))  : if T = log(! ) , 
x = log(t / ! )  and  a(t) = u ! log(t)) , we have a1(t / ! ) = F(a(t) , then (! / " ) take place of ! .  
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